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Abstract—A mission of chemical plume tracing (CPT) in
near-shore and ocean environments is to find out an odor
source via an autonomous underwater vehicle (AUV). It is
necessary to confirm the detected odor source using a visual
system interactively or automatically, when a chemical sensor
identifies the odor source. However, color images taken in near-
shore ocean environments are very vague due to dim
illumination conditions and fluid advection effects.

This paper presents a fuzzy algorithm for recognizing the
chemical plume and its source in near-shore and ocean
environments. This algorithm iteratively generates color
patterns based on a defined reference color and extracts color
components of the chemical plume and its source from fuzzy
images using a fuzzy color extractor (FCE). The proposed
approach to color image segmentation might be of general
interest to robot vision.

[. INTRODUCTION

N order to develop an autonomous underwater vehicle

(AUV) based chemical plume tracer for natural fluid

environment applications, several biologically inspired
chemical plume tracing (CPT) strategies were proposed
under the CPT program sponsored by ONR/DAPAR [1]-[7].
The moth-inspired passive and active plume tracing
strategies [7] were implemented on a REMUS underwater
vehicle, which has been developed by the Oceanographic
Systems Laboratory at the Woods Hole Oceanographic
Institute, for in-water test runs. The REMUS is equipped
with a variety of sensors, including a fluorometer, side-scan
sonar, and conductivity, temperature, and depth sensors. The
REMUS also carries sensors to provide information about
the current operating state of the vehicle, including the
vehicle latitude and longitude, depth and altitude, heading
and speed, and water flow velocity. The REMUS vehicle is
designed to be small, lightweight, and highly accurate in
terms of navigational performance and sensor data. The
maximum operation depth is 100 m, and the velocity range
is from 0.25 m to 2.8 m/s. The REMUS vehicle contained
two PC-104 computers. The first computer system
(REMUS) implemented the standard REMUS propulsion,
control, navigation, sensor processing algorithms, as well as
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a pre-programmed CPT strategy. The second computer
system implemented the CPT architecture [8], which
subsumes four fundamental behavior types: finding a plume,
tracing the plume, reacquiring the plume, and declaring the
source location. This architecture is the first to take CPT
tests from the lab to a complex real environment, and the
successful in-water test runs conducted at San Clemente
Island, California [8], and in Duck, North Carolina [9],
demonstrated chemical plume tracing over 100 m with
source declaration accuracy on the order of tens of meters. In
order to confirm the identified odor source using a visual
system interactively and automatically, a Source-
Verification module in the subsumption architecture was
proposed for segmenting the chemical plume and its source
[10]. However, processing images taken in near-shore, ocean
conditions is a very challenging task, since the propagation
of light underwater is complicated by three phenomena
which affect both the illuminant and the light rays reflected
from the object to the sensor: scattering, refraction, and
absorption [11]. These facts cause interpretation of color
images of real scenes taken in near shore ocean
environments usually incomplete and ambiguous [12], and
consequently it is very hard to reliably determine which
color belongs to and which does not belong to the chemical
plume and its source.

This paper proposes an algorithm for segmenting the color
components of the chemical plume and its source, based on a
fuzzy color extractor (FCE). The FCE is directly extended
from the fuzzy gray-level extractor, which was applied to
recognize landmarks on roads for autonomous vehicle
navigation in [13]-[15], i.e., the fuzzy rules for extracting an
object from gray-level images

If the gray level of a pixel is close
to the gray level of the road
Then make it to black
Else make it to white
are modified to the rules for extracting an object from color
images
If the color components of a pixel closely match
the color components of an object
Then extract this pixel for the object
Else do not extract it
Colors in the images taken in the near shore ocean
environments are not well-defined. In order to segment the
chemical plume and its source, the algorithm proposed in
this paper defines reference colors to generate color patterns
and utilizes the FCE to extract color components of the
chemical plume and its source iteratively. The study results
demonstrate that the proposed algorithm is effective to
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process the fuzzy images taken in the near shore ocean
environments.

II. Fuzzy COLOR EXTRACTOR

The partitioning of an image into some sub-images that
represent different objects is called segmentation. In many
color-based vision applications, however, colors in an image
are ambiguous due to environment uncertainty. This paper
proposes the fuzzy color extractor to deal with such
uncertainty. In this study, colors of an image are described in
the RGB space, where colors are represented by their red,
green, and blue components in an orthogonal Cartesian
space. The color of each pixel p(m, n) denoted by p(m, n)rgs
is processed to separate its red, green, and blue components
(p(m, n)r, p(m, n)g, p(m, n)g). The FCE extracts a cluster of
colors based on a defined color pattern (CP or CPggg). The
CPggp is either directly defined by its RGB components
(CPg, CPg, CPg) or determined by a pixel in the image. The
color component differences between p(m, n)rgs and CPrgp
are calculated as follows:

dif (m,n)g = p(m,n)g —CPg

dif (m,n)g = p(m,n)g — CPg

dif (m,n)g = p(m,m)g — CPg

0<m<M, 0<n<N
where M and N indicate the size of an array which holds the
image. The following fuzzy rules are applied to difim, n)g,
dif(m, n)g, and dif(m, n)g:
If  difim, n)r and dif(m, n)g and
Dif(m, n)g are Zero
Then p(m, n) is Matched
If  difim, n)g or dif(m, n)g or
Dif(m, n)g is Negative or Positive
Then p(m, n)is Unmatched
Both the rules indicate that the pixel, p(m, n), belongs to the
object to be extracted, if the Euclidean distances between
p(m, n)reg and CPrgg along the three axes in RGB
coordinate system are small enough; otherwise, p(m, n) does
not belong to the object. Fig. 1(a) shows the membership
functions (Un(x), Uz(x), Up(x)) for the input fuzzy variables
(Negative, Zero, Positive) defined by

; M

1 -255 < x < -0y
gl = | o) oy < x <o, ()
(0€1 - 012)
0 -0y < x <255
0 -255 £ x < -0
M _(X’Z < x < —Oﬂl
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Fig. 1: Membership functions for color image segmentation.
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and Fig. 1(b) shows the membership functions ((m(x), Lu(x))
for the output fuzzy variables (Matched, Unmatched)
defined by

(pm — X
LL 0<x<
Hy(x) = Pm TR )
0 Py S x < 255
0 0 <x < PuU
Moty = & = pu) py < x <2550 (©
(255 - pU)

where py; + py = 255. Based on dif(m, n)r, dif(m, n)g,
and dif(m, n)p, the fuzzy rules produce the weight wy, for
Matched and the weight w, for Unmatched by

Wi = min{Wnr)y Wiy W) | )
Wy = max{wu(R)' Wu(G)yr Wu(B)}

Fig. 1(b) shows the produced areas in the output domain

while w,, and w, cutting pu(x) and py(x). A crisp output
value, Apg, is calculated by the centroid defuzzification

method
J. Uoue (X)xdx

[ Houetorar

where [, (x) represents the envelope function of the areas

Apg ®)

cut by wy, and w, in fuzzy output domain. If Apg <€, p(m, n)
is extracted; otherwise, p(m, n) is not extracted, where € is a
threshold. The FCE can be understood as a mapping operator
between Euclidean distances {dif(m, n)r, dif(m, n)g, dif(m,
n)g} in the RGB space and a difference Apg in the intensity

space under a fuzzy metric. We propose the procedure
FuzzyColorSeg to segment some objects from a color
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image.
FuzzyColorSeg( /)

CPRGB — GetCP( I );

[]Ua IM] — FCE( Is, CPrgp ),

return [y, Iv];
FuzzyColorSeg invokes two procedures: GetCP and
FCE. GetCP generates a CPrgp for FCE to split a source
image /s into two sub-images: one sub-image, /;, holds the
matched colors; and the other sub-image, /y, remains the
unmatched colors.

We take the images in Fig. 2 as examples to demonstrate

how to extract the flower from the original image IS)) -
“flower” by FuzzyColorSeg. Here, 1{?) is initialized as

the source image /s for FuzzyColorsSeg. First, we define
three CPs: (255, 0, 0)-red, (0, 255, 0)—green, and (0, O,
255)-blue, to extract three words “RED”, “GREEN”, and
“BLUE” from IS)) —“flower”. Based on the CPs, FCE

extracts the three words from 1{?) and stores them into If\}[) s
as shown in Fig. 2(b). Meanwhile, FCE generates /() by
setting the extracted pixels in I{?) to white. 18), expressed
by II(JO) :Ig)u[](\}l), is not displayed in Fig. 2. Then, we
select a pixel from the background in IS)) —“flower” and
define its color components as a new CPrgg to remove
background colors in IS)) —“flower”. Here, the first pixel
p(0, 0) in the sub-image 18) is chosen, which is located on

the left-bottom corner. Its color components p(0, O)rgp are
(6, 6, 8), being very close to the black color. At this step,

FCE takes the image 18) as a new source image and splits
18) into the sub-images Il(v? and 1{]2) again. 1](\? holds the
colors extracted from 7{}’, as shown in Fig. 2(c); while 7

holds the color components of the flower petal, as shown in
Fig. 2(d).

2)
IU

Fig. 2: Flower segmentation by fuzzy color extractor

(d) Flower colors in

(¢) Background color in Iﬁ)
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Fig. 3: Iterative procedure for segmentation

III. ITERATIVE FUZZY SEGMENTATION PROCEDURE

The purpose of this study is to extract the chemical plume
and its source from an image taken during the CPT missions.
Unfortunately, extracting the chemical plume and its source
from such an image is much more difficult than segmenting
the flower from the image—“flower” since the color image
taken in near-shore oceanic environments is very vague and
the objects’ colors in the image are significantly distorted
from their nature colors due to dim illumination conditions
and flow fluid influence. In order to solve this problem, we
propose an iterative procedure shown in Fig. 3 to process the
image using FuzzyColorSeg until the chemical plume
and its source are extracted satisfactorily. For convenience,

we define two groups of the sub-images I](\j[) and 18) split by
FCE. 1]8[) contains matched colors after the ith step
extraction, while 18) contains unmatched colors. The
original image I(L?) is the initial source image to the

procedure, and I{j) is the source image for the (i+1)th step
Note that the
1@ =18 G 8™ In our application, a default color is
defined as white with (255, 255, 255) in the RGB space.
FEC generates 11(\51) by moving the matched pixels from the

segmentation. we have relationship

source image to an image initialized by white color, and
generates 13) by setting the extracted pixels in the source

image to white color. Obviously, selecting color patterns
becomes the key issue of extracting desired objects from an
image.

IV. REFERENCE COLORS

The difficulty of segmenting the chemical plume and
its source from images taken in ocean environments lie in
definition of their color patterns, since colors in the vague
images are not well defined due to illumination variance and
fluid advection affects. We employ some well-defined
colors as reference colors to generate CPs. To our
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knowledge, the color components of the Rhodamine dye
plume are close to the red color, and those of the chemical
source are dark and close to the blue color. Therefore, we
define the two reference colors: REDrgg with (255, 0, 0) and
DARK-BLUERGB with (BLACKRGB+BLUERGB)/2 = (0, 0, 128)
to generate color patterns for segmenting the chemical plume
and the odor source, respectively. We propose the procedure:
GetcP(ly)
RefColor < REDpgg or DARK -BLUERGg;
ICPrap|| ¢ o0;
form < 0toM-1do
Forn« 0 toN-1do
Dis « ||RefColor - p(m, n)rgsl|
if Dis <||CPggs||
CPras < p(m, n)rca;
return CPggp;
where I is an image to be processed, M (the maximum row)
and N (the maximum column) determine the size of /. In
order to extract color components of the chemical plume,
REDggp is assigned to RefColor, so the procedure returns a
CPgrgp that holds the color components of the pixel in the
image with the shortest Euclidean distance to the reference
color — REDggg. The following discussion presents how

colors of the chemical plume are extracted. IS)) is the
original image—“odor”, as shown in Fig. 4(a), and ’15/11) is
initialized as an empty image with  white.
FuzzyColorSeg takes /(" as an input and passes 7’ to
GetCP. GetCP defines REDrgg as RefColor and returns a
CPras (106, 106, 231) for 7, listed in Table I. Based on

(b) Plume colors in Il(\ll)

(c) Plume colors in /

(d) Plume colors in 7 1(3[)

(e) Extracted plume colors Zyjume

the CPrgp, FCE splits 7Y —“odor” into two sub-images 7{} ok
and 7). 1) is produced by moving the extracted pixels
from 1{?) to the empty image and holds color components
(g) Source colors in I,(\j‘[)
TABLE I
CPs BASED ON RED REFERENCE COLOR
Image CProB Distance Intensity e
0 CPggg (106, 106, 231) 295 148 =2
10 CPras (156, 136, 243) 296 178 &J
@ CPgas (120, 144, 245) 313 170
(h) Source colors in 1 (i) Source colors in / ](\f’[)
TABLE II
CPS BASED ON DARK-BLUE COLOR
Image CPragr Distance Intensity 4
I CPras (65, 100, 240) 164 135 .
JiSd CPgas (26, 131, 236) 171 131
(5) CPrgg (66, 136, 241) 189 147
15 ) .
(j) Source colorsin [ (k) Extracted source colors Isource
I§]6) CPrag (29, 170, 232) 201 145 Fig. 4: Extraction of the chemical plume and source
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closely match to the CPrgg. 18) = Il(JO) - II(JI) is produced by
setting the extracted pixels to white in IS)) . I](\}[) is the first

segmented image for the chemical plume, as shown in Fig.
4(b). The chemical plume in the image is not completely
extracted since the chemical colors are distorted due to
environmental illumination variation and fluid advection

affects. The further segmentation needs 18) as a new source
image for the next step segmentation. FuzzyColorSeg
takes 18) as its input, and GetCP gets a new CPrgp with

(156, 136, 243) listed in Table I for 18). Based on the new
CPrgg, FCE splits the image 18) into two sub-images 18)

and 11(\/2[). Similarly, 11(\/? is produced by moving the

extracted pixels from 18) to an empty image and holds the

color components closely matching to the new CPrgp. Il(\/%)
represents the second segmented image for the chemical
plume, as shown in Fig. 4(c). I{Jz) is generated by setting the

extracted pixels from 18) to white. At the ith step,
FuzzyColorSeg split /(! into 74*) and 7{*" . Fig. 4(d)
displays the segmented image IS) at the third step. The

union operation Ip]u,mzl,(\},)ull(vzl)ulﬁ) generates  the

segmented chemical plume, as shown in Fig. 4(e). The
REDRgg—based CPs are listed in Table 1.

In order to extract the chemical source, DARK -BLUEgGg iS
assigned to RefColor, and FuzzyColorSeg takes 1(U3’ as
the input that is the image after the chemical plume is
extracted, as shown in Fig. 4(f). GetCP returns a CPygs
with (65, 100, 240) that holds the colors of the pixel in 18’
with the shortest Euclidean distance to DARK-BLUEgGg,
listed in Table 2. Based on this CPrgp, FCE split 18’ into

; (4) 4) (4) i
two sub-images 7{’ and 1y’. 1} contains the color

components of the chemical source, as shown in Fig. 4(g).
This procedure continues four steps to extract the color
components of the chemical source, as shown in Fig. 4(g)-
(). The wunion operation Iioyee= 11(\2) u[ﬁ) ull(v(l’) U’l(v71)

generates the extracted color components of the chemical
source shown in Fig. 4(k).

The extracted colors in 7{? can be understood as a fuzzy
color cluster under the given membership function. For
segmenting colors in the images in Fig. 4, we choose the
parameters of the membership functions as follows: o,=35,
0,=200, pp=20, py=235, and €=80. In this study, we
consider two criteria for clustering the colors extracted by
FCE: The first is based on the distances of the CPs to their
associated reference color, and the second based on the
relative distances between the CPs. For the first criterion, we
take the CPrgp with the shortest distance to the given
reference color as a pivot, e.g., the CPrgp with the distance
of 295 in Table I and the one with the distance of 164 in
Table II, respectively. Then, we calculate the differences
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(b) Graph for color patterns for the chemical plume
Fig. 5: Classifying color components of the chemical plume and
source based on color patterns

between distances of the pivot and any other CPs in this
group: A; = ||CPggs|| - |[Pivotrgg|. If A; > g, its
corresponding CPrgp is excluded from this group. For the
second criterion, we construct a graph based on the distances
between the CPs in terms of the given reference color. Then,
we start with the pivot in a graph to calculate the shortest
distances using Floyd’s algorithms. The CPggp is removed
from this graph, if its shortest distance is greater than ¢,. Fig.
5(a)-(b) shows the graphs of the CPs in Tables I and II and
their shortest distances. Both the criteria ensure that the CPs
in a group are close to their pivot enough. In this paper, we
select €; and €, as 40 and 45.

Tables I and II also provide the corresponding intensities
of the CPs, which are computed by p=(R+G+B)/3. Our
experiment results show that human eyes might not
sensitively reflect the color changes if the Euclidean distance
of two colors in the RGB space is less than 25 and their
intensity difference is less than 10. Although we may
slightly sense the variations between the extracted colors of

the chemical plume in 11(\}1), Iﬁ), and ISI) (or those of the
odor source in 1](\2) N IS[), 1](\,6[) , and 1](\1) ), we cluster them in

the same group. We also note that the blue color components
of the CPs have the least significant variations.

V. DISCUSSIONS AND CONCLUSIONS

CPT missions in near-shore, oceanic environments are
very difficult due to complicated flow fluid features affected
by turbulence, tides, and waves. It is necessary to identify
the declared odor source by a visual system. However,
processing images taken in near-shore and ocean conditions
is difficult since the propagation of light underwater is
affected by scattering, refraction, and absorption. Forward
scatter generally leads to a blur in the images and backward
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scatter generally limits the contrast of underwater images by
creating a “veiling glow”. Absorption of light results in that
a large amount of light is lost with increased depth from the
air-water surface. Also, refraction, which causes light rays to
bend while passing from one medium to another, is the
reason for over— or under-estimation of depth. The work in
[12] discusses their effects in detail.

This paper presents an initial attempt to segment the
required objects from the images taken in near-shore oceanic
environments using the FCE-based algorithm. The study
results demonstrate that the proposed algorithm is simple
and effective. In [20], we proposed an alternative strategy
for segmenting the chemical plume and its source by
removing sea water colors iteratively, starting with the color
patterns of background in the image. Note that membership
functions, which can be viewed as a fuzzy metric to measure
colors, may affect the segmented sub-images, i.e., different
membership functions generate different color sets from the
same image. Our further research will report FCE-based
segmentation algorithms in other coding spaces, e.g., the
brightness-hue-saturation coding. Using a wider deviation
from the reference color might be another way to segment
colors using FCE. However, choosing such a deviation needs
an adaptive procedure as the deviation greatly depends on
objects to be extracted and significantly varies from case to
case, which is less robust and more time consuming than the
iterative procedure.

Image segmentation is a fundamental issue in image
processing and computer vision. Especially, color images
can provide much more information than gray-level, so
algorithms for color image segmentation have attracted more
and more attention. A number of image segmentation
techniques have been proposed in past decades [16]-[18].
However, most of the proposed techniques provide a crisp
segmentation of images, where each pixel is classified into a
unique subset. This classification may not reflect an
understanding of images by human very well, as [16] stated
“the image segmentation problem is basically one of
psychophysical perception, and therefore not susceptible to a
purely analytical solution”. Probably, one of the difficulties
in color image segmentation is how to define color
conception, since an understanding of colors in an image
varies by different observers. Moreover, uncertainty and
ambiguity must be dominantly considered in many real
applications.

Generally, using vision sensors in underwater
applications has certain demands in the future, e.g., for
shallow water applications, like monitoring marine life or
servicing of marine equipment, vision can be a valuable
sensing medium. To develop visually-guided underwater
vehicles that make underwater vehicles autonomous,
development of effective and robust algorithms suited for
color image processing in oceanic environments is an
absolute necessity. In order to test performance of image
processing, the work in [19] presents a comparison for three
key visual tracking algorithms used for servo control in
ocean conditions.
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